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ABSTRACT

The proliferation of digital platforms has given rise to manipulative design
practices known as “dark patterns,” which exploit users’ vulnerabilities to
influence behavior, leading them to make decisions against their own interests.
Among these, addictive designs have emerged as a particularly concerning
subset, systematically capturing and manipulating user attention to create
compulsive engagement. This paper explores the concept of addictive de-
signs as a type of dark pattern, examining their manipulative nature, impact
on user autonomy, and potential harm to well-being. By analyzing the current
legal framework in the European Union related to dark patterns, including the
General Data Protection Regulation, the Unfair Commercial Practices Direc-
tive, the Digital Services Act, this paper identifies significant gaps in how the
challenges posed by addictive designs are addressed. The paper makes three
key suggestions for effectively regulating these practices and protecting users’
rights: clarifying the definition and scope of dark patterns to encompass both
interface designs and algorithmic systems; recognizing the value of attention
in shaping personal autonomy and considering attention rights as a distinct
category of protection in digital regulations; and amending consumer protec-
tion laws to address the online manipulation of digital markets.
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1 Introduction

In today’s digital landscape, competition for user attention has transformed
from a momentary request to a constant demand, creating what scholars term
the “attention economy” (Bhargava & Velasquez, 2021). With the widespread
adoption of attention-centered business models and persuasive technology,
users’ ability to control their attention faces unprecedented challenges. On the
one hand, platforms largely determine what users pay attention to. Individual
attention is often manipulated in directions that platforms deem profitable. As
a result, information cocoons and the spread of disinformation have gradually
eroded social structures and political institutions (Colomina et al., 2021). On
the other hand, individuals are becoming increasingly dependent on platforms.
People struggle to control their attention and spend substantial time online.
According to 2024 data, most residents of developing countries spend more
than 7 hours online daily. Although this figure is somewhat lower in developed
countries, users spend more than 5 hours online in almost all countries (Statis-
ta, 2024). In this context, online addiction has become one of the most serious
public health crises worldwide today (World Health Organization, 2018).

In the digital age, the rise of manipulative design practices, known as “dark
patterns,” has become a growing concern for regulators. Dark patterns ex-
ploit cognitive biases and vulnerabilities to influence user behavior and
decision-making, threatening personal autonomy, privacy, and well-being
(Narayanan, 2020). Addictive designs have emerged as a particularly concern-
ing subset of dark patterns because they systematically capture and manipulate
user attention to create compulsive engagement with digital platforms. Despite
the growing recognition of the harm associated with addictive designs, the le-
gal framework in the European Union (EU) has yet to fully address this issue.

This paper offers a conceptual framework for understanding and regulating
addictive designs, drawing on the legal concept of “dark patterns.” It examines
the relationship between addictive designs and dark patterns, arguing that the
former should be classified as dark patterns due to their manipulative nature,
their impact on users’ autonomy, and their harmful consequences. By analyzing
the current EU regulatory framework, the paper identifies significant gaps in
how attention manipulation is addressed and propose approaches for more com-
prehensive regulation of addictive designs within the dark patterns framework.
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2 Defining Dark Patterns

The concept of “patterns” in design originates from Christopher Alexander et al.’s
(1977) influential work in architecture, in which they documented reusable solu-
tions to recurring design problems. Alexander described patterns as capturing “the
invariant property common to all places which succeed in solving the problem”
(p.14). This framework was later adopted in software engineering (Gamma et

al., 1995) and user experience design (Tidwell, 2010) as a positive methodology
for solving recurring design challenges. In 2010, user experience specialist Harry
Brignull introduced the term “dark pattern” as a deliberate inversion of this con-
structive concept. While creating an online repository for people to document the
deceptive designs they encountered in their daily lives, Brignull defined dark pat-
terns as “tricks used in websites and apps that make you do things that you didn’t
mean to, like buying or signing up for something” (Deceptive Design, n.d.).
Whereas traditional design patterns aim to create spaces and experiences that
enhance human well-being and agency, dark patterns systematically undermine
users’ autonomy and informed decision-making; thus, they constitute an unethical
application of pattern thinking for business advantage rather than user benefit.

Traditionally, dark patterns have primarily focused on user interfaces (Uls) in
digital environments, especially in early academic work. For example, Arunesh
Mathur et al.’s (2019) research examined interface-level deceptions on e-com-
merce websites and identified manipulative design elements that coerce or de-
ceive users into making unintended purchasing decisions. Their large-scale study
revealed numerous instances when the strategic placement of buttons, misleading
text, hidden costs, and deceptive visual cues directly manipulated user behav-

ior through the interface. Their work speaks to the initial focus of dark pattern
research on identifying specific UI techniques that undermine consumer auton-
omy in online shopping contexts. Expanding the theoretical framework of ma-
nipulative design, Gray et al. (2018) advanced the discourse on dark patterns by
reconceptualizing them as strategic design decisions rather than isolated interface
manipulations. Their research delineated five motivational categories that demon-
strate the deliberate prioritization of shareholder value over user autonomy:
nagging, obstruction, sneaking, interface interference, and forced action (Gray et
al., 2018). This taxonomic evolution transcends the mere documentation of de-
ceptive interface elements, instead providing analytical insight into the strategic
intentions underlying such patterns. By situating dark patterns within the broader
context of professional ethics and design responsibility, this framework establish-
es them as a significant ethical consideration embedded in design practice. With
the evolution and growing sophistication of dark pattern typologies, academic re-
search has moved beyond its initial focus on consumer protection in e-commerce
to investigating dark patterns in diverse domains, such as privacy invasion and
data collection (Narayanan et al., 2020), social interaction manipulation (Mildner
& Savino, 2021), and attention-capture mechanisms that create addictive engage-
ment loops (Monge Roffarello & De Russis, 2022).
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Extensive research has explored dark patterns that extract money through un-
necessary purchases or obtain data through deceptive privacy interfaces. How-
ever, Narayanan et al. (2020) identified a third critical goal of dark patterns,
which has remained relatively understudied despite its significant implications
for digital well-being and addictive technology use: capturing user attention.
Recent work by Monge Roffarello and De Russis (2022) began addressing this
gap by conceptualizing “attention-capture dark patterns” as designs or system
“functionalit[ies] that exploit people’s psychological vulnerabilities to maxi-
mize time spent, daily visits, and/or interactions on a digital service against the
person’s will” (p.2). Building on this foundation, they developed a compre-
hensive typology of 11 attention-capture patterns (e.g., infinite scroll, casino
pull-to-refresh, never-ending autoplay) that share five key characteristics:

they exploit psychological vulnerabilities, automate user experiences, cause
users to lose track of their goals, lead to a lost sense of time and control, and
ultimately result in user regret (Monge Roffarello et al., 2023). Gray et al.’s
(2024) comprehensive dark pattern ontology provides additional structure for
understanding attention capture within the broader ecosystem of manipulative
designs. In their hierarchical framework, they classify “attention capture” as a
meso-level pattern under the high-level “forced action” category, defining it as
a strategy that “subverts the user’s expectation that they have rational control
over the time they spend using a system, instead tricking them into spending
more time or other resources to continue use for longer than they otherwise
would” (Gray et al., 2024, p. 19).

Despite the growing attention dark patterns have received from academics,
regulators, and the public, a significant research gap persists regarding their
precise definition and classification. Although regulators and policymakers
have shown interest in dark patterns scholarship, they have frequently devel-
oped new domain-specific terminology for concepts already established in
academic literature when creating legal guidance. This terminological di-
vergence between regulatory and academic frameworks further complicates
definitional clarity (Gray et al., 2024). In the realm of digital regulations, the
concept of “dark pattern” remains ambiguous, with definitions varying across
laws and regulations, even within the same jurisdiction. According to the
Unfair Commercial Practices Directive (UCPD), dark patterns refer to “a type
of malicious nudging, generally incorporated into digital design interfaces.”
The UCPD explains that dark patterns can be data driven, personalized, or
use general tools to exploit users’ heuristics and behavioral biases. In 2022,
guidelines adopted by the European Data Protection Board (EDPB) made a
new attempt to address dark patterns on social media platforms by identifying
six categories widely used online: overloading, skipping, stirring, hindering,
fickle, and left in the dark. In these guidelines, “dark patterns” are defined

as interfaces and user experiences (UX) that lead users to make unintended,
unwilling, and potentially harmful decisions by influencing their behavior and
hindering their ability to protect their personal data and make conscious choic-
es about data processing. Similarly focused on interfaces and user experience
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design, the Digital Services Act (DSA) issued in November 2022 defines dark
patterns as “practices” deployed on online interfaces that “materially distort or
impair, either on purpose or in effect, the ability of recipients of the service to
make autonomous and informed choices or decisions.” As the first EU law to
ban dark patterns, the DSA emphasizes that these negative consequences stem
from immoral persuasion that encourages users to perform actions they do not
truly want to perform. In the United States, the Federal Trade Commission
(2022) identifies dark patterns as “design practices that trick or manipulate
users into making choices they would not otherwise have made, and that may
cause harm.” Several states have begun legislating against dark patterns, as
exemplified by the California Privacy Rights Act and the Colorado Privacy
Act. However, under these laws, dark patterns are limited to UI designs, with
the term awaiting further regulatory definition.

Across various regulatory regimes and legislative enactments addressing
online manipulation, three common elements of dark patterns emerge despite
the lack of definitional harmony. First, the nature of dark patterns is unethical
and manipulative. Generally, there are two types of definitions of “manipula-
tion.” The first approach defines it as a type of pressure or force, though not

to the level of coercion (Noggle, n.d.). This suggests that manipulation can be
distinguished from persuasion and coercion by measuring the level of pressure
being exerted. Moral persuasion exerts no pressure, coercion exerts maximum
pressure, and manipulation falls between persuasion and coercion. However,
the pressure approach cannot encompass the full scope of manipulation. Most
scholars believe that only some forms of manipulation can be considered pres-
sure (Noggle, n.d.), and some suggest that manipulation contains elements of
both coercion and deception (Noggle, n.d.). While appealing, this account fails
to explain why some manipulative behaviors involve only coercion or decep-
tion. The second approach regards “manipulation” as a non-rational influence,
suggesting that manipulators influence others by diminishing their ability for
rational decision-making (Susser et al., 2019b). The core argument of this
theory takes manipulation as “hidden influence or trickery,” where someone is
manipulated when they unconsciously make decisions benefiting the manipu-
lators without realizing that their decision-making process has been influenced
(Susser et al., 2019a). In this account, deception is one specific type or form of
manipulation (Susser et al., 2019b). One clear strength of this theory is that it
establishes a clear conceptual boundary between coercion and manipulation.
Thus, in the context of digital regulation, the first common element ascribed to
dark patterns is that they are unethical and manipulative in the sense of exert-
ing hidden influence to exploit users’ vulnerabilities. Deception is but one way
dark patterns may manipulate users.
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Second, “dark patterns” are designed to achieve specific aims by affecting
users’ behaviors and autonomy in decision-making. Unlike accidental design
flaws, dark patterns are intentional design choices that systematically under-
mine user agency. These intentional designs typically exploit users’ psycholog-
ical vulnerabilities through various mechanisms. Researchers have identified
numerous cognitive biases that may be exploited by dark patterns. For exam-
ple, Waldman (2020) discusses how anchoring can lead users to disclose more
personal information after seeing others’ sharing behaviors. Similarly, biases
such as hyperbolic discounting, where individuals prefer small immediate
rewards over larger long-term benefits, and overchoice, where an overwhelm-
ing number of options can hinder decision-making, are often leveraged by
platforms to manipulate user behavior (Waldman, 2020). Mildner et al. (2023)
identified several strategies in social networking services that manipulate users’
decision-making, such as interactive hooks (e.g., infinite scrolling), social
brokering (e.g., nudging users to connect with others based on similarities), and
decision uncertainty (e.g., presenting confusing options that hinder clear deci-
sion-making). Although recent scholarship has established a theoretical “rela-
tionship model of cognitive biases and dark patterns,” more empirical evidence
is needed to validate how specific cognitive biases are systematically exploited
in manipulative designs across different contexts (Mildner et al., 2024).

Third, dark patterns lead to negative or harmful outcomes for consumers. As
discussed above, these take various forms, from economic harm (such as un-
wanted subscriptions or hidden fees; Luguri & Strahilevitz, 2021) to privacy
violations (Waldman, 2020) and psychological impacts (such as addiction to
digital platforms; Roffarello & De Russis, 2022). Though specific harm varies
across contexts, a consistent characteristic of dark patterns is their tendency to
produce outcomes that benefit service providers at users’ expense (Narayanan
2020). The academic literature has identified a broad spectrum of potential
harms in various domains, yet legal regulations have primarily concentrat-

ed on addressing dark patterns in the contexts of privacy infringement and
e-commerce manipulation — both areas where consumer harm is most readily
quantifiable and regulatory frameworks already exist. The regulatory ap-
proaches to dark patterns in privacy and e-commerce contexts will be exam-
ined in greater detail in Section 3.

In summary, the concept of dark patterns has evolved significantly since its
introduction in 2010, expanding from a focus on deceptive user interfaces in
e-commerce to encompass a broader range of manipulative design strategies in
diverse digital environments. While academic definitions have developed nu-
anced taxonomies and conceptual frameworks, legal and regulatory approach-
es have often created domain-specific terminology, leading to definitional
inconsistencies across jurisdictions. Nevertheless, three common elements
emerge in the legal conceptualization of dark patterns: they employ manip-
ulative techniques that exert influence on users, they intentionally exploit
psychological vulnerabilities and cognitive biases to affect users’ behavior and

\6
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undermine their autonomy, and they produce harmful outcomes that prioritize
service providers’ interests over users’ wellbeing. Although current regulatory
frameworks primarily address dark patterns in privacy and e-commerce con-
texts, attention-capturing mechanisms that promote excessive engagement and
potential addiction represent an equally concerning but comparatively under-
studied category of dark patterns.

3 Addictive Designs as a Type of Dark Pattern

Addictive designs in digital markets usually concern the features and tech-
niques used by platforms to keep users engaged. From a broader perspective,
addictive designs lead to different types of addictive behavior, such as spending
time and money and engaging online (European Commission, 2024). Social
media addiction is one of the most serious issues in this regard. Users’ addic-
tive behaviors primarily stem from two aspects of human-computer interactions
(HCI): addictive UI designs, such as auto-play and infinite scrolling, and rec-
ommendation systems. Even though the issue of addictive designs will be one
of the key focuses of EU digital legislation in 2025, its conceptualization has
not been sufficiently discussed. In the following discussion, this paper argues
that addictive designs should be classified as a type of dark pattern by examin-
ing three key aspects: their manipulative nature, their impact on users’ behavior
and autonomy, and their harmful consequences for human well-being.

3.1 Addictive Designs as Manipulative Tools

In light of concerns that digital technologies will change individual behaviors
and life choices, online manipulation theory has garnered increasing attention
over the past 5 years. According to Susser et al. (2019b), online manipula-
tion occurs when users are targeted and exploited by manipulative practices,
which not only diminish their economic interests but also result in autonomy
loss. Online manipulative designs usually have unconscious effects on users’
behavior as they take advantage of users’ vulnerability in the decision-making
process. Online addiction, for example, is one of the expected outcomes of
manipulative designs. Further, online manipulation undermines users’ auton-
omy by challenging both their competency and their authenticity in making
their own decisions. As a result, online manipulation makes it impossible for
users to make rational judgments about their choices and severely dampens
users’ motivation to evaluate and modify their behaviors.
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Based on online manipulation theory, information technology is the perfect
medium for exerting manipulative influence (Susser et al., 2019b). First,
online users’ vulnerabilities in decision-making are easily exposed by perva-
sive digital surveillance. All online activities are recorded as data for analysis.
To some extent, online platforms that own substantial amounts of personal
data better understand users’ decision-making. Second, the interactive nature
of information technology strengthens online manipulation and allows it to
adapt constantly. Online platforms may not only know users better than they
do themselves, but they also know them better and better with every passing
day. Moreover, online manipulation usually impacts users secretly. Once users
become accustomed to the way they are offered information services, “the
device or interface itself recedes from conscious attention, allowing [them]

to focus on the tasks [they] are using it to accomplish” (Susser et al., 2019b,
p.7). This “technological transparency” blinds users to their potentially ma-
nipulative influence, making these practices “invisible” and, thus, preventing
users from taking action to avoid harm.

According to online manipulation theory, addictive designs impair personal
autonomy in two ways (Susser et al., 2019b). First, addictive designs can lead
online users to act toward ends that they have not chosen. This usually relates
to decisions about attention devotion, where users’ attention is directed some-
where unconsciously rather than where intended. The notification system of
WeChat exemplifies this mechanism: while users initially intend to briefly
respond to messages, the placement of the Discovery Page, with its red-dot
notifications exploiting humans’ instinctive response to red as a signal of
urgency, guides them toward additional services, such as Moments (to check
friends’ posts) and Channels (short-video platforms). This design creates a
stress-response cycle, compelling users to engage with these features to allevi-
ate the anxiety it induces. Consequently, attention allocation becomes increas-
ingly involuntary, with users frequently engaging in unplanned interactions.
Despite experiencing subsequent regret, individuals often misattribute this loss
of control to personal deficiencies in self-regulation instead of recognizing it

as a product of intentional design manipulation. Second, addictive designs can
push online users to act for reasons not authentically their own. This happens
when users think that they are deciding to stay online for their own reasons, but
their decision-making process is in fact being manipulated. The most com-
mon type of addictive design is recommendation systems based on emotion
manipulation. Facebook, for example, has been criticized for keeping its users
online by providing infuriating content (Pelley, 2021). In this case, while users
believe that they are making autonomous choices about directing their attention
and consuming content, these perceived choices often mask the actual factors
driving their decisions. More significantly, this undermines users’ capacity to
critically reflect on and understand their true motivations for engaging with
apps or platforms, preventing them from evaluating whether the excessive time
they spend on these programs truly results from self-directed attention.
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Three common manipulative elements are widely used in addictive designs
(Bhargava & Velasquez, 2021). The first is the use of intermittent variable
rewards, which trigger users’ curiosity by making rewards unpredictable in
terms of frequency or magnitude. For example, Pinterest’s UI design shows
only a small portion of photos at the bottom of the page to entice users to
scroll and reveal the full picture (Eyal, 2014). Second, platforms, particularly
social networks, create reward systems that exploit psychological tendencies
and needs, such as the desire for social recognition. The ubiquitous “like
button” on social media exemplifies this approach. Third, Uls are designed
to erode natural stopping points. Features like infinite scroll and auto-play
deliver content continuously, preventing users from taking breaks or making
conscious decisions to stop. The logic behind addictive designs clearly aligns
with unethical persuasive practices. Empirical studies have demonstrated
that persuasive technology increases users’ screen time and leads to addictive
online behaviors. A 2023 study of 183 Chinese university students revealed
that 44% of participants believed that smartphones occasionally or frequent-
ly negatively affected their studies or professional life (Chen et al., 2023). In
interviews, participants estimated that if they could eliminate all persuasive
designs from their smartphones, they might reduce their screen time by an
average of 37% (ranging from 10% to 65%). The research identified multiple
persuasive design features in social networking, gaming, and short video apps
that were associated with extended use and habit formation.

Online manipulation theory reveals how addictive designs systematically
undermine personal autonomy through both unconscious attention capture

and manipulation. The manipulative nature of these designs is particularly
concerning because users often misattribute their loss of attention control to
personal failings instead of recognizing it as the result of intentional design
manipulation. Understanding addictive designs as a form of online manip-
ulation highlights the need to address not only their immediate behavioral
impacts but also their deeper implications for personal autonomy and attention
control in the digital age.

3.2 The Impairment of Personal Autonomy

The function of attention in personal autonomy is intuitively recognizable,
although it is rarely treated as a serious topic for discussion. More precisely,
attention is known to play an essential role in building consciousness, infor-
mation acquisition, decision-making, and self-control.
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First, attention is essential for independent decision-making. Attention is the
foundation of information acquisition, providing individuals with adequate
information for making decisions as autonomous agents. Whether attention is
regarded as the key to determining which pieces of information reach higher
consciousness or as a means of prioritizing different inputs, it plays a crucial
role in information access and processing. As Waltz (2023) noted, “Attention
makes information accessible or useable” (p.4). Thus, information freedom
rests on the autonomy of attention. The significance of attention in pursuing
personal autonomy has increased rapidly in the information age, especially
because individuals face daily information overload, which makes it harder to
“make good decisions about what to look at, spend time on, believe and share”
(Lorenz-Spreen et al., 2020, p. 1104).

Second, attention plays a key role in self-consciousness and identity forma-
tion. It shapes our consciousness and enables critical and creative thinking.
Self-consciousness cannot exist without attention. Through the constant
interplay of attention between the environment and the self as described in
Carver & Scheier’s (2012) theory of self-regulation, the information we pro-
cess shapes our perceptions and constructions of reality, influencing both our
behavior and our understanding of ourselves and our surroundings. What we
attend to and how we attend to it shape our thoughts and ultimately make each
individual unique. For an autonomous person, self-mastery implies the ability
to understand both the world and oneself. This self-determination can only

be achieved when attention is under control. Through countless attentional
processes, individuals establish unique perceptions of the world based on their
self-consciousness. Notably, the development of self-consciousness is dynam-
ic, and shifts in attentional focus can have unexpected impacts on subsequent
decision-making and self-cultivation. Hence, individuals must maintain con-
trol over their attention is crucial, and without it, they may lose direction.

Personal autonomy requires the capacity for control over one’s life. However,
when a person’s attention is constantly distracted, it becomes challenging for
them to make independent decisions and live authentically. Thus, persistent
online manipulation severely compromises users’ ability to control their atten-
tion. Frequent interruptions and constant instant gratification make it difficult
for users to focus on tasks without immediate rewards. Consequently, sus-
tained attention, that is, the ability to maintain focus on task goals, becomes
impaired. When individuals become habituated to social media and short-form
video consumption, they struggle to maintain focus on challenging tasks that
require sustained effort. Yet, sustained attention is key to retaining authorship
over one’s life and engaging in creative activities. Moreover, the manipulation
of attention leads to an increase in “involuntary attention” at the expense of
“voluntary attention.” Constantly updated personalized content, in particular,
pushes users to rely increasingly on non-voluntary attention. This manipula-
tion has two significant implications: attention becomes entertainment based
rather than goal based, and it is directed toward platform-determined content
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rather than user-chosen priorities. The monopolization of attention undermines
users’ authority over their sense of self-worth. Notably, individuals lose sover-
eignty over their values and choices when they are shaped by external forces
rather than autonomous decision-making. Most troublingly, even when people
recognize this manipulation and its importance, they often struggle to resist its
addictive nature.

Attention plays a crucial role in the pursuit of personal autonomy, facilitating
information freedom, shaping self-consciousness and experiences, enabling
independent thought and action, and ultimately allowing individuals to be-
come who they aspire to be. In the information age, particularly in the context
of information overload, the importance of attention to shaping ideal personal
lives has grown considerably. Therefore, by manipulating attention, addictive
designs fundamentally undermine personal autonomy.

3.3 Harmful Effects on Human Well-Being

In addition to impairing personal autonomy, addictive designs pose significant
risks to users’ mental and physical health, particularly through the develop-
ment of addictive behaviors leading to Internet addiction. In current addiction
studies, the definition and nature of addiction are hotly debated. The moral or
religious model typically views addiction as the result of sin and moral weak-
ness, for which individuals should be held responsible (Cook, 2006). General-
ly, four main theories address the causes of addiction: (1) choice theory, which
argues that individuals become addicted because they perceive the benefits

to outweigh the costs; (2) disease theory, which suggests that addictive sub-
stances cause persistent pathological changes, resulting in intense cravings
and diminished self-control; (3) learning theory, which posits that addiction

is a learned behavior developed through positive and negative reinforcement;
and (4) neurobiological theory, which emerged in the 1990s, proposing neuro-
logical explanations for addiction through molecular and neurological studies
(Bhargava & Velasquez, 2021). These theories lead to different perspectives
on the relationship between addiction and autonomy. The choice model main-
tains that addiction is self-destructive behavior but argues that addicts should
still be regarded as autonomous. In contrast, the disease model emphasizes
compulsion and loss of control, suggesting that addiction represents a state of
non-autonomy or reduced autonomy (Koopmans & Sremac, 2011).

Clinically, addiction falls into two categories: substance addiction (such as
drug or alcohol addiction) and behavioral addictions (such as gambling, sex,
and gaming addiction). To contextualize Internet addiction within existing
nosological frameworks, it is instructive to examine its conceptual alignment
with gaming disorder. Gaming disorder is officially defined in the 11th Re-
vision of the International Classification of Disease as “a pattern of gaming



Y2025 DARK PATTERNS AND ADDICTIVE DESIGNS \12

behavior” characterized by “impaired control over gaming, increasing priority
given to gaming over other activities to the extent that gaming takes prece-
dence over other interests and daily activities, and continuation or escalation
of gaming despite the occurrence of negative consequences” (World Health
Organization, n.d.). Internet addiction follows a similar pattern. According

to US research, over 50% of teenagers acknowledge being distracted from
important priorities such as homework while using social media and 72% of
teenagers recognize that they are being manipulated into spending more time
on their devices, although many of them admit that they cannot resist or con-
trol their behavior (Rideout & Robb, 2018). Recent research from the Harris
Poll (2024) reveals an interesting paradox in Gen Z’s relationship with social
media: while 60% of Gen Z (aged 1827 years) spend at least 4 hours daily on
these platforms and 82% describe them as “addicting,” nearly half wish that
platforms like TikTok (47%), Snapchat (43%), and X (formerly Twitter, 50%)
had never been invented. This contrast highlights how digital platforms can
simultaneously be both compulsively engaging and consciously unwanted,
much like other addictive behaviors.

However, there is considerable debate around the concept of “Internet addic-
tion.” The main issue stems from the lack of a common theoretical and diag-
nostic model, which hinders the official recognition of Internet addiction in the
manual of mental disorders. Critics like Bell (2007) argue that the term itself
is conceptually flawed because the Internet is a communication medium rather
than a substance or activity, suggesting that being “addicted” to the Internet is
as nonsensical as being addicted to language or radio waves. Instead, Cantel-
mi et al. (2000) prefer to use the term “Internet-related psychopathology” to
describe these clinical conditions, which encompass pathological gambling,
cybersex, game dependency, and information overload addiction.

However, proponents of treating Internet addiction as a behavioral disorder
argue that it can be diagnosed. Young (1998) suggests that Internet addiction
disorder shares key characteristics with drug addiction as an impulse control
disorder, particularly “the inability to control the use of something” (Muset-
ti et al. p. 1). She identifies seven common criteria: withdrawal, tolerance,
preoccupation, increased usage, centralized procurement activities, loss of
other interests, and disregard for consequences. Researchers like Shapira et
al. (2000) further defined problematic Internet use as including maladaptive
preoccupation and irresistible extended use. Tao et al. (2010) later proposed
additional diagnostic criteria, such as losing previous interests and using the
Internet to escape negative moods.
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Research has demonstrated that Internet addiction (including social media ad-
diction) leads to various mental health issues, such as low self-esteem, depres-
sion, anxiety, and increased suicide risk. The reduction in sleep, physical exer-
cise, and face-to-face social interaction associated with Internet addiction not
only compromises physical health but also impairs cognitive abilities, including
accurate reasoning, clear thinking, and sustained concentration (Bhargava & Ve-
lasquez, 2021). Moreover, while individuals with addiction often recognize their
dissatisfaction with their life progress and diminished capacity for future plan-
ning, they typically struggle to modify their addictive behaviors independently.

Although Internet addiction is not yet officially recognized as a behavioral
disorder, there is an emerging consensus that excessive Internet use should be
treated as a genuine addiction. First, as mentioned above, excessive Internet
use shares many characteristics with substance and behavioral addictions.
Second, functional neuroimaging studies demonstrate that Internet addiction
disorder leads to changes in brain structure and function. The brain areas ac-
tive in drug and behavioral addictions are similarly active in individuals who
develop addictive Internet use patterns and meet the diagnostic criteria for
Internet addiction (Bhargava & Velasquez, 2021). Third, the molecular path-
ways involved in substance addiction (such as the dopaminergic brain system)
have also been observed in Internet addiction disorder. This indicates that the
neurobiological mechanisms of Internet addiction closely parallel those of oth-
er addictive disorders (Hou et al., 2012). Collectively, these findings suggest
that Internet addiction deserves the same serious consideration as other types
of addiction. Given the health issues associated with Internet addiction disor-
der, it requires greater attention not only in psychological and neuroscientific
research but also in policy development.

Like dark patterns, addictive designs are unethical business practices that
work as manipulative tools for controlling users’ attention. These designs

take advantage of individuals’ vulnerabilities, such as the instinctual desire

to be socially accepted, to push users to increase their online screen time. By
manipulating users’ autonomy of attention, these designs undermine their
ability to control their attention. Furthermore, online users are not sufficiently
alarmed by the manipulative influence of addictive designs. People may spend
more time than expected on social media but barely notice or understand what
happens behind UI designs or algorithmic recommendation systems. Most
users are unaware of the risks that these designs pose to their behaviors and
lifestyles or their harmful impact on mental and physical health. Thus, because
addictive designs are manipulative tools that aim to change users’ behavior by
impairing their autonomy, they should be considered a type of dark pattern.
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4 The Current Legal Framework of Dark Patterns in
the European Union

In 2022, research conducted by the EU’s consumer protection cooperation
network showed that nearly 40% of online shopping websites rely on manip-
ulative practices to exploit consumers’ vulnerabilities or trick them (European
Commission, 2023). Currently, no single piece of legislation can fully cover
dark patterns, but some new forthcoming regulations have already taken steps
to address this issue.

The cornerstone of the legal framework for regulating dark patterns is the
GDPR. Although it does not explicitly mention dark patterns, it forms part of
the legal framework regulating dark patterns because the issue of personal data
is intrinsic to their use. From the perspective of Uls’ compliance with data pro-
tection regulations, the GDPR’s Articles 5 and 25 set the basic rules for fairness
of processing and provide for the obligation to implement data protection by
design, respectively. When data controllers collect personal data to implement
dark patterns, they should fulfill the requirements of “fairness, lawfulness and
transparency” in Article 5. Given that the principle of fairness serves an um-
brella function, any data collected or processed specifically to use dark pat-
terns is forbidden because dark patterns are unethical persuasive technologies
characterized by manipulation and deception. According to Article 25, data
controllers should implement appropriate measures to ensure data subjects’
rights and freedoms by design and by default. Regarding the key rules for fair
designs, data subjects should be provided with data processing information and
options in an objective and neutral way that avoids any deceptive or manipula-
tive language or design. Therefore, to comply with their obligations under the
GDPR, data controllers should take fairness elements into account in terms of
the amount of personal data collected and the extent of their processing. This
means that data controllers should be very careful about the personal data they
use for interface designs or dark pattern processes.

Another core element of the GDPR is the consent principle, which guarantees
users’ free choice to opt into data processing. The basic requirements for the
effectiveness of valid legal consent are defined in Article 7 and specified further
in recital 32 of the GDPR. Consent must be “freely given, specific, informed
and unambiguous”; freely given consent must be voluntary. EU regulators have
already noticed the prevalent use of dark patterns to obtain consent. The EDPB
guidelines point out that “dark patterns” may hinder data subjects’ abilities and
exploit their autonomy to make them give consent. For example, color choices
and content placement on interfaces could be designed to make data subjects
feel anxious or guilty if they refuse to share more personal data. In its guide-
lines on dark patterns in social media platform interfaces, the EDPB clarifies
the applicability of the GDPR’s provisions to the designs and use of Uls, even
though they mainly fall within the realm of data protection.
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The GDPR also breaks new ground in regulating automated decision-mak-
ing. The basic rules for automated decision-making are stated in Article 22,
which includes the interpretative guidance of the Article 29 Working Party
(WP29). According to Article 22, data subjects have the right not to be subject
to automated decision-making when (1) the decision is solely based on auto-
mated processing, that is, without any human intervention and (2) the decision
produces legal effects or similarly significant effects on the data subject. One
type of automated decision-making mentioned in this provision is profiling,
which is defined as

any form of automated processing of personal data consisting of the use

of personal data to evaluate certain personal aspects relating to a natural

person, in particular to analyze or predict aspects concerning that natural
person’s performance at work, economic situation, health, personal pref-
erences, interests, reliability, behavior, location or movements.

Considering that individuals understand the techniques involved in automated
decision-making processes to different degrees, WP29 emphasizes the prin-
ciples of fairness and transparency at all stages of the processing, including
when applying a profile to make decisions affecting the individual. As we
know, building an accurate profile is foundational in providing powerful per-
sonalized content. However, Article 22 has a relatively restricted range of use
because the requirement of “legal or similarly significant effects” is difficult
to meet for many algorithmic recommendations. For example, decisions to
present targeted advertisements based on profiling would not be considered to
have a “similarly significant effect” on consumers in most cases. One typical
case that could trigger Article 22 is when platforms provide services or goods
with different prices to consumers based on the analysis of their personal data,
leading to high barriers that prevent some consumers from purchasing the
products. Thus, decisions made by addictive algorithmic systems to provide
personalized content fall outside the provisions outlined in Article 22 unless
they can be proven to have legal or similar effects, such as risks to consumers’
physical and mental health.

Aside from applying the principle-based provisions of the GDPR to data
protection, the EU seems more inclined to address dark patterns from the
perspective of consumer protection law, especially the Unfair Commercial
Practices Directive (UCPD). The 2021 guidance published by the Europe-

an Commission confirmed that the UCPD covers the issue of dark patterns

in Section 4.2.7, which explains how the relevant provisions of the UCPD
apply to all data-driven business-to-consumer commercial practices, including
personalized services such as targeted advertising and recommender systems,
and how dark patterns may contribute to unfair commercial practices. Notably,
the guidelines emphasize that the application of the UCPD should cover the
practices that “capture the consumer’s attention, which results in transaction-
al decisions such as continuing to use the services (e.g., scrolling through a
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feed), to view advertising content or to click on a link.” Thus, any practices
that function as dark patterns to distort consumers’ economic behavior or
hinder their free transactional decisions, such as visually obscuring important
information or using trick questions, breach the trader’s professional diligence
requirements and constitute a misleading or aggressive practice. However,
although the UCPD covers the practice of “capturing the consumer’s atten-
tion,” it merely focuses on the economic angle instead of attention protection.
Consequently, the UCPD could be an effective tool for protecting consumers
from being induced into unexpected overconsumption or unfair data-sharing,
but it is not a solution to other attentional issues. This points to the limitations
of attempting to protect personal attention within the legal framework of con-
sumer protection law.

While the UCPD provides a framework for addressing dark patterns from a
consumer protection perspective, it has limitations in its scope and focus. As a
promising tool for creating a fairer digital economy while fostering innovation
and ensuring competitiveness, the Digital Services Act (DSA) provides updat-
ed rules for the governance of online technology in Europe. The concept of
dark patterns is clarified in Recital 67, which highlights that dark patterns used
in online interfaces hinder recipients’ autonomy and their ability to make free
and informed decisions. The relevant provisions laid out in Article 25 prohibit
deceptive and manipulative designs in online interfaces, although they do not
feature the expression “dark patterns.”

Except for clarifying the obligations of online platform providers concerning
the UI, the DSA also includes new rules for regulating recommender systems.
Recommender systems are defined in Article 3(s) as “fully or partially auto-
mated systems used by an online platform to suggest in its online interface
specific information to recipients of the service or prioritize that information.”
Unlike the GDPR, which establishes the general principles for automated
decisions, the DSA specifically puts the spotlight on algorithmic recommen-
dation systems and further explains the reasons for regulating these services.
Recital 70 cites the risks of disinformation, algorithmic amplification, and on-
line behavior change when using algorithmic systems to enhance interactions
between service providers and recipients and improve their user experience. In
the DSA, algorithmic recommendation systems are to be regulated by improv-
ing the requirements of transparency based on the informed consent principle.
First, providers of online platforms should state the reasons for using parame-
ters in their recommender systems in plain and intelligible language. Second,
the providers of online platforms should also allow recipients to select or mod-
ify their preferred options, for example, to determine which parameter matters
most in deciding the output.
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The DSA pays particular attention to regulating very large online platforms
(VLOPs) and very large online search engines (VLOSEs). In terms of recom-
mender systems, VLOPs and VLOSEs should conduct risk assessments for
any systemic risks stemming from the design or functioning of their services.
Article 34 identifies four categories of risks: (1) the dissemination of illegal
content, (2) hindering fundamental rights, including privacy, free speech, plu-
ralism of the media, consumer protection, and non-discrimination, (3) negative
effects on civic discourse, electoral processes, and public security, and (4)
negative consequences for public or personal physical and mental well-being.
The requirement to assess risks is a comprehensive effort to regulate social
problems arising from the development of online platforms in the attention
economy. Among these provisions, the fourth category of risk is closely relat-
ed to the issues of attention protection and online addiction. Recital 83 further
explains how to understand the risk to physical and mental well-being and
what should be included in this category. First, the assessment of systemic risks
should cover all stages of platform establishment, including the design process,
functioning, and use. Second, the recital indicates that risks could come from
manipulation and cause actual or foreseeable negative effects. Although dark
patterns are not referenced vis-a-vis recommender systems in Recital 83, it
essentially covers concerns about the use of dark patterns in algorithmic rec-
ommendations. According to Recital 67 and Article 25, any use of dark patterns
in online interfaces is prohibited. However, when it comes to recommender
systems, the only requirement is to conduct risk assessments to prevent the
risks of dark patterns. This points to a more cautious attitude toward algorith-
mic systems than toward online interfaces in the DSA. Third, Recital 83 also
pays attention to the negative effects of online interfaces that stimulate behav-
ioral addictions. This is the first time the EU legal framework has included the
issue of online addiction caused by online interfaces. Even though the recital
mainly focuses on Uls rather than the full process of HCI, this is an important
step in integrating attention protection in the digital world. At the very least,
VLOPs and VLOSEs should take it seriously and provide safeguards for their
users, making their services less addictive and avoiding the risks to public and
individual physical and mental well-being. Except for risk assessments, VLOPs
and VOLSEs should offer at least one version of the recommender system that
is not based on profiling for users to choose from. This enables users to control
the way platforms and search engines present information, what they want to
experience online, and how their personal data should be dealt with.

As the foremost regulation regarding online platforms within the existing EU
legal framework, the DSA is ambitious about establishing fairer platforms for
providing digital services. It covers not only Uls and recommender systems
but also the advertising-driven business models behind the attention economy.
On the one hand, this business model using manipulative technologies could
threaten “public health, public security, civil discourse, political participation
and equality.” On the other hand, it has negative effects on individuals’ lives
and personal autonomy. Regarding attention protection, the DSA enables on-
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line users to take some control back from platforms by deciding “what should
be paid attention to.” From interface design and algorithmic recommendations
to concerns about disinformation and illegal content, the DSA is so far the
most comprehensive regulation and provides a new toolkit for addressing is-
sues related to the attention economy. Thus, the DSA has the potential to lead
to fairer digital platforms and protect individuals’ personal rights in the area of
the attention economy, although there is still plenty of work left for EU regula-
tors to implement this promising regulation.

In short, the EU’s approach to regulating dark patterns reflects a complex inter-
play of legal instruments. The GDPR’s fairness and consent principles provide
important foundations for regulating dark patterns, particularly in the realm of
data protection. The fairness principle serves an “umbrella function” by funda-
mentally prohibiting data collection and processing for dark patterns. Comple-
menting this, the consent principle requires that consent must be “freely given,
specific, informed and unambiguous.” These principles work to prevent manip-
ulation in data collection, ensure genuine user choice, and protect user autono-
my in data-sharing decisions. However, their effectiveness is primarily limited
to the data protection domain, leaving broader issues of attention manipulation
and addictive designs potentially unaddressed. The UCPD, though it addresses
dark patterns from a consumer protection perspective, primarily focuses on
economic behavior rather than broader attention protection. The DSA marks
the most significant advance as it explicitly defines dark patterns as practices
that impair users’ autonomous decision-making and requires VLOPs to assess
the risks posed to users’ mental well-being by behavioral addictions. However,
the framework still shows crucial limitations: it takes a more cautious approach
to algorithmic systems than to interface designs, focuses primarily on VLOPs/
VLOSEs for rigorous oversight, and lacks specific provisions addressing the
manipulative nature of attention capture in recommender systems.

5 Suggestions for Regulating Addictive Designs
Within the Framework of Dark Patterns

The discussion of the EU’s current regulations related to dark patterns shows
that while the EU has created a framework for addressing dark patterns, there
remain significant gaps in users’ protection from attention manipulation and ad-
dictive designs. This article makes three suggestions regarding how to efficient-
ly address the issue of addictive designs based on the concept of dark patterns.

First, the definition and scope of dark patterns should be clarified. The lack of
consensus around the concept of “dark patterns” has prevented the establish-
ment of a comprehensive legal framework to solve online manipulation. As
discussed above, the scope of “dark patterns” varies widely across regulations.
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It mostly includes interface designs but remains ambiguous as concerns algo-
rithmic systems or other mechanisms behind platform designs and operation.
In fact, the definition of dark patterns in academic circles has already expand-
ed from the initial interface designs to other areas of HCI, such as applications
in robotics (Lacey & Caudwell, 2019), yet the EU’s legal framework still fo-
cuses primarily on UI design. Thus, to construct a legal instrument for protect-
ing users’ attention from the harmful impact of addictive designs in the con-
text of “dark patterns,” the scope of “dark patterns” should be broad enough
to include the whole of HCI, especially UI design and recommendation algo-
rithms. Dark patterns are unethical by nature as they involve manipulation,
deception, or the exploitation of psychological vulnerabilities. Accordingly,
they should include designs that systematically exploit attention mechanisms
and cognitive biases to create addictive engagement. Dark patterns lead to
negative or harmful outcomes for users, including both economic or privacy
harms and the erosion of attention capacity, mental well-being, and the ability
to make autonomous choices about digital engagement.

Second, the value of attention should be emphasized in digital regulations.
Dark patterns are traditionally understood through the lens of deceptive in-
terfaces and impairment of users’ autonomy in the decision-making process
for transactions, but attention capture represents another form of autonomy
violation. Attention plays a crucial role in shaping personal autonomy because
it serves as the cognitive foundation for rational deliberation and sustained en-
gagement with meaningful choices. When digital platforms employ addictive
designs that systematically capture and manipulate users’ attention, they not
only affect immediate choices but also impair users’ long-term ability to exer-
cise self-control to lead ideal lives. Therefore, future digital regulations should
recognize attention rights as a distinct category of protection, acknowledging
that the right to control one’s attention is fundamental to preserving personal
autonomy in the digital age.

Third, to address the issue of addictive designs within the conceptual frame-
work of dark patterns, it is imperative to amend consumer protection laws.
The EU’s existing consumer protection legislation was primarily designed to
regulate traditional markets and fails to adequately consider the impact and
risks that digital markets pose to consumer autonomy (Davida, 2024). The
existing legislation regarding dark patterns mostly engages with privacy pro-
tection and e-consumer protection to prevent online users from being driven to
share personal data or engage in excessive consumption. Therefore, the EU’s
legal framework for regulating dark patterns must be reformed to effectively
address attention and health-related harms. Specifically, the UCPD’s inter-
pretation of unfair commercial practices should be expanded to acknowledge
attention-capturing dark patterns, recognizing that manipulative designs that
systematically exploit users’ attention constitute unfair practices that transcend
conventional economic harm. Moreover, the DSA should explicitly include
provisions addressing designs that create or reinforce addictive behaviors in its
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regulations on dark patterns. Risk assessment requirements should be extend-
ed beyond VLOPs to encompass all platforms that employ such patterns.

6 Contributions and Limitations

This paper contributes to the discourse on dark patterns in digital regulato-

ry frameworks in several ways. First, it established a conceptual connection
between addictive design practices and dark patterns at the legal and regula-
tory level. The analysis articulated the relationship between attention mecha-
nisms and personal autonomy, positioning attention protection as an essential
component of safeguarding individual autonomy in digital environments. By
examining current EU regulations, this paper identified critical gaps regard-

ing attention-capture dark patterns, demonstrating that the existing legislation
inadequately addresses these manipulative design practices despite their impact
on users’ welfare. The paper also explored potential regulatory approaches for
governing addictive designs within the dark patterns framework. However, this
work has limitations. Although it established a theoretical basis for incorporat-
ing addictive designs into dark pattern regulatory frameworks, it did not present
specific regulatory recommendations for different categories of addictive design
practices. Future research should develop a classification system for various cat-
egories of addictive designs and examine targeted regulatory mechanisms that
are appropriate to each category’s characteristics and associated harms.

7 Conclusion

The rise of addictive designs as a form of dark pattern is a significant threat
to user autonomy, well-being, and the integrity of the digital ecosystem.
Although the EU has taken important steps to address dark patterns through
various legal instruments, such as the GDPR, UCPD, and DSA, the current
framework still leaves significant gaps in user protection from the harms of
addictive designs. To effectively regulate these practices and safeguard users’
rights, it is crucial to clarify the definition and scope of dark patterns, rec-
ognize the fundamental role of attention in shaping personal autonomy, and
amend consumer protection laws to address the issue of online manipulation
posed by digital markets. By adopting these measures and making efforts to
address addictive designs, the EU is expected to establish a robust legal frame-
work that effectively combats addictive designs and protects users’ attention
and well-being in the digital age.
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